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What is contrastive learning?
• Learn the representation that encodes the similarity between data points
• (+) Does not require labels for learning representations

• (+) SOTA performance on visual representation learning

• (-) Less understanding on the characteristic of the learned representation
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What is contrastive learning?
• Learn the representation that encodes the similarity between data points
• We use simple contrastive learning (SimCLR) [1]:

• pull the same samples of different augmentations

• push the different samples

3[1] Chen et al. A simple framework for contrastive learning of visual representations. ICML 2020.

: push
: pull



Summary: Contrasting Shifted Instances
• Learn the representation: contrastive learning with shifted instances

• Investigation on the transformation for the contrastive learning

• Define score function: utilize 1) contrastive learning 2) shifting transformation
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Shifting instance



Problem: Novelty/Out-of-distribution Detection
• Identifying whether a given sample belongs to the data distribution

Data distribution Out-of-distribution samples
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Problem: Novelty/Out-of-distribution Detection

• Learn a representation !" from the data distribution

• Identifying whether a given sample belongs to the data distribution

Data distribution
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Problem: Novelty/Out-of-distribution Detection

• Learn a representation !" from the data distribution

• Define a detection score # . utilizing the representation !"

• Identifying whether a given sample belongs to the data distribution

Data distribution

: OOD sample: in-distribution sample
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Contrasting Shifted Instances (CSI): Representation

8[1] Chen et al. A simple framework for contrastive learning of visual representations. ICML 2020.

• We train the representation via contrastive learning with shifted instances:



Contrasting Shifted Instances (CSI): Representation

9[1] Chen et al. A simple framework for contrastive learning of visual representations. ICML 2020.

• We train the representation via contrastive learning with shifted instances:
• We found contrastively learned representation [1] is already effective at OOD detection
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Contrasting Shifted Instances (CSI): Representation

10[1] Chen et al. A simple framework for contrastive learning of visual representations. ICML 2020.

• We train the representation via contrastive learning with shifted instances:
• We found contrastively learned representation [1] is already effective at OOD detection

• CSI further improves by pushing the shifted samples in addition to the different samples

: push
: pull



Contrasting Shifted Instances (CSI): Representation

11[1] Chen et al. A simple framework for contrastive learning of visual representations. ICML 2020.

• We train the representation via contrastive learning with shifted instances:
• We found contrastively learned representation [1] is already effective at OOD detection

• CSI further improves by pushing the shifted samples in addition to the different samples

• Additionally classify the shifting transformation

: push
: pull



Contrasting Shifted Instances (CSI): Detection Score
• Detection score for contrastively learned representation:

• Further improving the detection score by utilizing the shifting transformation:
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Contrasting Shifted Instances (CSI): Detection Score
• Detection score for contrastively learned representation:

• The cosine similarity to the nearest training sample
• The norm of the representation

• Further improving the detection score by utilizing the shifting transformation:
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score: cosine similarity * norm



Contrasting Shifted Instances (CSI): Detection Score
• Detection score for contrastively learned representation:

• The cosine similarity to the nearest training sample
• The norm of the representation

• Further improving the detection score by utilizing the shifting transformation:
• !"#$%&'(), )+ ): ensemble the score !"#$(); {)+}) over all shifting transformation
• !"01%&'()): confidence of the shifting transformation classifier 
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score: cosine similarity * norm



Contrasting Shifted Instances (CSI): OOD-ness
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• OOD-ness: How to choose the shifting transformation?
• The transformation that generates the most OOD-like yet semantically meaningful samples
• We choose the transformation with the high OOD-ness (AUROC on vanilla SimCLR)

Original sample High OOD-ness:
Most OOD-like 
transformation

Low OOD-ness



Contrasting Shifted Instances (CSI): Extension
• We also extend CSI for training confidence-calibrated classifier [2]:

• Accurate on predicting label ! when input " is in-distribution

• Confidence #$%& " ≔ max+ ,(!|") of the classifier is well-calibrated

16
[2] Lee et al. Training Confidence-calibrated Classifiers for Detecting Out-of-Distribution Samples. ICLR 2018.
[3] Khosla et al. Supervised contrastive learning. NeurIPS 2020.

: OOD sample: in-distribution correct sample : in-distribution in-correct sample



Contrasting Shifted Instances (CSI): Extension
• We also extend CSI for training confidence-calibrated classifier [2]:

• Accurate on predicting label ! when input " is in-distribution
• Confidence #$%& " ≔ max+ ,(!|") of the classifier is well-calibrated
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[2] Lee et al. Training Confidence-calibrated Classifiers for Detecting Out-of-Distribution Samples. ICLR 2018.
[3] Khosla et al. Supervised contrastive learning. NeurIPS 2020.

: OOD sample: in-distribution correct sample : in-distribution in-correct sample

• We adapt the idea of CSI to the supervised contrastive learning (SupCLR) [3]:
• SupCLR contrasts samples in class-wise, instead of in instance-wise
• Similar to CSI, sup-CSI consider shifted instance as a different class’s sample



Experiments: unlabeled one-class OOD
• CSI achieves the state-of-the-art performance in all tested scenarios:

• For unlabeled one-class OOD detection, outperforms prior methods in every classes
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Experiments: unlabeled multi-class OOD
• CSI achieves the state-of-the-art performance in all tested scenarios:

• For unlabeled multi-class OOD detection, outperforms prior methods in every OOD datasets
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Experiments: labeled multi-class OOD
• CSI achieves the state-of-the-art performance in all tested scenarios:

• For labeled multi-class OOD detection, outperforms prior methods in every OOD datasets
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Experiments: ablation study
• We verified the effectiveness of shifting transformation selection scheme

• Higher OOD-ness valued transformation leads to higher detection performance
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Higher OOD-ness → Higher performance



Conclusion
• We propose Contrasting Shifted Instances (CSI) for OOD detection

• We extend the power of contrastive learning for OOD detection 
• We further improve the OOD detection by utilizing shifting transformations

• CSI shows outstanding performance under various OOD detection scenarios

• We believe CSI would guide various future directions in OOD detection & self-
supervised learning as an important baseline. 

22



Thank you for your attention J

Paper: arxiv.org/abs/2007.08176
Code: https://github.com/alinlab/CSI
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